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ABSTRACT
Introduction: Data mining techniques have been increasingly applied to medical data in the past decade and are
divided into two categories: predictive algorithms such as classification and descriptive algorithms such as
clustering and association rule mining (ARM). Clustering means partitioning a data set into a set of clusters in
such a way that the samples belonging to the same clusters are similar and those belonging to different clusters
are dissimilar. These algorithms are currently used as a preprocessing technique prior to medical data mining and
analyzing. However, clustering algorithms have different behaviors depending on the features of the data set.
Therefore, in most applications, results of clustering are evaluated in terms of some validity clustering measures.
In addition, most of the medical data sets are usually complex, with nonlinear patterns, which are extremely large
and difficult to cluster. The aim of this study is to performance analyze several clustering techniques based on the
basis of two different classes of clustering quality measures, named internal and stability, over the medical data
sets.
Methods: In this study, the performance of six common clustering algorithms, including hierarchal clustering, K-
means, fuzzy C-means (FCM), self-organizing tree algorithm (SOTA), Diana and partitioning around medoids
(PAM), has been examined by using four different medical data sets, which are available on UCI repositories,
including the Indian liver patient data set (ILPD), Pima Indians diabetes, breast cancer, and statlog heart disease.
The results of clustering methods have been evaluated based on two different classes of clustering quality
measures called “internal” and “stability.” Stability measures include average proportion of non-overlap (APN),
average distance (AD), average distance between means (ADM), and figure of merit (FOM) and internal
measures consist of connectivity, Silhouette and Dunn index.
Results: Due to given data sets consisting of two classes of samples, the number of cluster is assumed to two.
The evaluation results showed that hierarchical clustering is the best algorithm to cluster all of the current data
sets on the basis of internal validity measures. While based on stability measures, a Diana algorithm for ILPD and
breast data sets, hierarchical clustering method for heart data set and SOTA for Pima data set outperformed other
clustering algorithms.
Conclusion: In this study, performance of several clustering techniques on the basis of internal and
stability clustering measures over the medical data sets were investigated. The hierarchical clustering
and Diana methods revealed better results. The number of clusters is assumed to two, while this
parameter can have an effect on performance of different clustering algorithms. Future work will
mainly cover the optimal estimation number of clusters and also consider more clustering methods for
evaluation.
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