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ABSTRACT

Introduction: Heart disease is a term that covers a range of disorders that affect heart. Heart disease is the
leading cause of death in different countries. Medical diagnosis is an important and complicated task that should
be performed properly and efficiently. Unfortunately, some doctors are not sufficiently adept at subspecialty, and
in many cases they have few resources. The need for new tools able to help doctors in predicting and diagnosis
heart disease is highly recognized.

Methods: In the present study, first the data set containing total instances of 380 with 14 attributes containing
eight nominal and six numeric were obtained from the UCI machine learning repository. Second, because our
purpose is classification and choice of the most suitable technique based on many evaluation measures
(specificity, sensitivity, kappa, f~measure, accuracy, and Roc area) for our clinical heart disease prediction
system, five data mining techniques were used: the naive Bayes, artificial neural networks, random forest and
C4.5 decision trees and random tree algorithms. In order to develop a computer-based clinical decision support
system, the computer programming language employed was the C#.NET programming language.

Results: From the experimental result, it is observed that the random forest algorithm with (89.73 , 0.957, 0.084,
0.985, 0.8404) for accuracy, f~measure, specificity, sensitivity, and kappa rate produce a higher performance for
our classification model when compared with other algorithms. Finally, the random forest algorithm in this
proposed work was implemented using Microsoft C# programming language.

Conclusion: Heart disease is the main cause of death in different countries. Medical diagnosis is
important to save the patient and offer other medical and health care services, but it is a complicated

task. In the present study, we develop a computer-based clinical decision support system that can help

doctors to predict and diagnose heart disease by using data mining techniques. First, a data set with 14
attributes was utilized. Then, in order to choose the best algorithm for the utilized system, the
researchers compared many data mining algorithms such as Naive Bayes, neural networks, random

forest, and C4.5 decision tree and random tree by using several performance assessments. The applied

data set in this research was obtained from several medical centers and hospitals from the UCI machine

learning repository, containing total instances of 380, with 14 attributes containing eight nominal and

six numeric. The results indicated the random forest technique as the best algorithm with an 89.73
classification rate. Finally, random forest algorithm implemented in this proposed work was analyzed

by Microsoft C# programming language.
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